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Cisco Webex Teams

Questions?
Use Cisco Webex Teams to chat
with the speaker after the session

) 3 Nathan John Sowatskey
2 Ivan Virchich

H OW SHOW LESS A
@ Find this session in the Cisco Events Mobile App il ool
@ CcClick “Join the Discussion” il

‘ Install Webex Teams or go directly to the team space

. Enter messages/questions in the team space e
CJ Join the Discussion

Vs
—

isco Lape!
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Users don’t care how your
applications are built and where
they run

BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Agenda

Why cloud native

The Cisco vision

- A sample application

- Titanic Survivor

Chapter 1: Provision the Infrastructure
- Chapter 2: Instrument the application and the infrastructure

- Chapter 3: | want the insights!

Chapter 4: Detect and react to issues

Wrap up and next steps

cisco M. BRKCLD-2889 © 2020 Cisco and/or its affili



Why cloud native



“Cloud native technologies empower
organizations to build and run scalable
applications in modern, dynamic environments
such as public, private, and hybrid clouds.

Containers, service meshes, microservices,
Immutable infrastructure, and declarative APIs
exemplify this approach”


https://github.com/cncf/foundation/blob/master/charter.md

What you see
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What your customers see



Not just a technology problem

@ @ The new user expectation bar

yo,@rvices!



Fact: Cloud monitoring tools aren’t enough

User Experience

Ensure users are able to get
what they want. Deployment,
monitoring and issue

Don’t provide real-time cross-stack, end-to-end remediation must be always
visibility of User Experience done with this in mind

Siloed Monitoring
& Analytics Tools

+ Limited/zero correlation of technical performance
in context of business performance

+ e Require coding changes to enable visibility
with limited or no code level insight

Revenue

Bad user experience leads to
critical loss of revenue. Loss of
revenue impacts your salary

+ 0 More monitoring siloes that each take time,
skills and effort to configure plus maintain

= Reactive, Siloed Monitoring!

isco Lee!
cisco &- BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 14






Covering the E2E for any business application

Customer Business Applications

On-premises _A—— . _ Public clouds
. onsistent, proauction-graae experience
environment ¥ 2 . & SaaS

aws o

Container Platform | ~—- Google Cloud
UCS Director

[
‘

A\ Azure 75 By cloud
Security —

. InteFrlsightUICS Duo | Cloudlock | Umbrella
yperFlex | Stealthwatch Cloud | Tetration box 1 office365
Ice

Nexus 9K Networkmg

N\
ACI Anywhere | SD-WAN salesforce W
CSR1000v | Meraki vMX

BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 16



Today’s focus

o)

Cisco Container

Platform Application and
Infrastructure infrastructure
provisioning and performance
governance monitoring

isco Lee!
cisco e'- BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 17



A sample application:
Titanic Survivor, what the customer sees

cisco éq(o,/



Lab architecture

(@ AppDynamics

1 Refund

APACHE
. Azure Kubernetes Amazon Elastic K8S

Service (AKS) SNV ES)
Cisco Container,
Platform (CCP)

(5) vmware HE Microsoft
Cisco UCS W Azure

On-prem Cloud
“Development” “Production”

BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 20



Today’s goals

Correlate loss of Detect and
revenue with remediate as fast

events as possible

My application is
profitable

sco Lape!
cisco &- BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 21



Chapter 1:

Provision the
infrastructure



Infrastructure goals

‘ Turnkey infrastructure as a Lego brick

cisco M/



certified

Cisco Container Platform

kubernetes

Native Kubernetes (100% Upstream)

Direct updates and best practices from open source community

Multicloud Optimized

Deploy on-premise and native Amazon EKS and Azure AKS clusters

Integrated
Networking | Storage | Management | Registry | Security | Al/ML

Turnkey Solution

for Production-Grade Container Flexible Deployment Model
Environments VMware (air gapped) | OpenStack (air gapped) | Public cloud

Easy to acquire, deploy and manage | Open and consistent | Extensible platform | World-class advisory and support

isco Lee!
cisco &- BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 24



Create a new cluster

« ¢ o © &£ https://172.16.16.61/ver/3/clusters/ wee fnd Search v IiN 8 &
Ay Cisco - GitLab il AwS @ Azure Portal [ BRKCLD-2889 () CL Speaker Dashbo... &% Meetup
‘teth Container Platform [ versions ~ @
v3 Clusters
vSphere AWS Azure
NEW CLUSTER
KUBERNETES NODES
RN VERSION MASTER / WORKER SIATUS LELES
‘ esse 1.14.8 1/2 Ready
‘ predator 1.14.8 1/1 Ready

For your reference!

cisco M_/ BRKCLD-2889

© 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 25



Fill in with infrastructure provider details

01 Basic Information g |
Q) 01 Provider Settings
Basic Information °
* INFRASTRUCTURE PROVIDER Bosic rformation
02 : * DATA CENTER
vsphere v i
Provider Settings 0) 02 FuRDMZ -
* KUBERNETES CLUSTER NAME Provider Settings
03 onpren-k8s i * CLUSTER
Node Configuration 03
Name should be DNS friendly. = RUNDMZ_CLUSTER v
Node Configuration
04 NETWORK PLUGIN )
e i * DATASTORE
Summary calico
® Local-2TB v
“ KUBERNETES VERSION Summary
* VM TEMPLATE

1148 e ———
[ Create vSphere Cluster ccp-tenant-image-1.14.8-ubuntu18-5.1.0 v

1148 * NETWORK
Node Configuration
o O1 cop .
Basic Information
GPU TYPE

Provider Settings

03 = I Cisco curated images! I

Node Configuration .
1 v verus 2 MEMORY (GB) 16
0 WORKER
Summary
NODES 3 . vePus 4 | . | MEMoRv(cE) 32 . GRUS 0
For your reference!
ccpuser y -

isco Lee!
cisco e'- BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 26



Same for other infra provider like AWS or Azure

Create AWS Cluster

Basic Information

01

Basic Information

* INFRASTRUCTURE PROVIDER

Create Azure Cluster

02 AWS-RMLAB
Node Configuration
* AWS REGION
03 R _— ® 01 Basic Information
VPC Configuration Basic Information
* KUBERNETES VERSION : * INFRASTRUCTURE PROVIDER
04 114
® N . 02 RTORTORI-AZ v
Summary

Cluster Settings
* KUBERNETES CLUSTER NAME

ciscolive _ 03

* KUBERNETES CLUSTER NAME

cleur-azure
Name should be DNS friendly. Node Configuration
Name should be DNS friendly.
04 * AZURE LOCATION
®
Summary eastus v

* KUBERNETES VERSION

1148 v

For your reference!
cisco M-/ BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 27




Confirm and enjoy

Create vSphere Cluster

Basic Information
° 01 INFRASTRUCTURE PROVIDER KUBERNETES CLUSTER NAME
Basic Information
vsphere onprem-k8s
02 NETWORK PLUGIN KUBERNETES VERSION
° Provider Settings calico 1148
Provider Settings
(] DATA CENTER CLUSTER
Node Configuration
runDMZ RUNDMZ_CLUSTER
PS 04 DATASTORE VM TEMPLATE
Summary Local-2TB ccp-tenant-image-1.14.8-ubuntu18-5.1.0
NETWORK RESOURCE POOL
ccp
Node Configuration v3 Clusters
GPU
vSphere AWS Azure
WORKER
Nodes: 3, VCPUs: 4, Memory (GB): 33
KUBERNETES NODES
NAME VERSION MASTER / WORKER ST fale
== onprem-k8s 1148 1/3 Creating
E jesse 1148 1/2 Ready

For your reference!

isco Lee!
cisco &- BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 28




Demo:

Cluster management and
governance with RBAC



_ ks =

< c @ © & https:/172.16.15.51/ver/3

Ay Cisco- GitLab (@ AwS () Azure Portal 5 BRKCLD-2889

wtuatfe. .
asco.  Container Platform

v3 Clusters

vSphere AWS

NAME
genesis

jesse

deblanc

VERSION3 ~

Azure

KUBERNETES
VERSION

1148

1148

1148

NODES
MASTER / WORKER

1/1

1/2

1/1

120%

R R

earch +yiIn 90 ®0 @& &

@ Welcome admin +

NEW CLUSTER

STATUS ACTIONS
Ready
Ready

Ready

By using Cisco Container Platform you accept the Terms of Service and Privacy Statement. Learn more about Cisco Container Platform.

© 2019 Cisco Systems, Inc.




How can do | monitor my tenant cluster?

cisco éq@/

5,611 hits

>

Add a filter +

Selected fields
t log
Available fields

Popuar
t kubernetes.pod_name

@ @timestamp

t MESSAGE

t PRIORITY

t SYSLOG_FACILITY
t SYSLOG_IDENTIFIER
? _BOOTID

? _CAP_EFFECTIVE

? _CMDLINE

? _COMM

? _EXE

? _GID

? _HOSTNAME

? _MACHINE_ID

? _PID

? _SELINUX_CONTEXT
? _STREAM_ID

? _SYSTEMD_CGROUP

? _SYSTEMD_INVOCATION_ID

g

8

17:45:00

December

December

December

December

December

December

December

December

20th

20th

20th

20th

20th

20th

20th

20th

17:46:00 17:47:00

2019,

2019,

2019,

2019,

2019,

2019,

2019,

2019,

17:59:24.000

17:59:24.000

17:59:24.000

17:59:24.000

17:59:24.000

17:59:24.000

17:59:24.000

17:59:24.000

New Save Open Share Inspect Ul 10seconds < O Last15minutes 3

Options

December 20th 2019, 17:44:30.449 - December 20th 2019, 17:59:30.449 —  Auto j

17:48:00 17:49:00 17:50:00 17:51:00 17:52:00 17:53:00 17:54:00 17:55:00 17:56:00 17:57:00 17:58:00 17:59:00

Btimestamp per 30 seconds

log

time="2019-12-20T16:59:24Z" level=info msg="Install requested for ccp/ccp-efk" func="wwwin-github.cisco.com/CP5G/ccp-helm-operat
or/pkg/controller/helmchart. (sReconcileHelmChart).Reconcile” file="/go/src/wwwin-github.cisco.com/CPSG/ccp-helm-operator/pkg/con
troller/helmchart/helmchart_controller.go:166"

time="2019-12-20T16:59:24Z" level=info msg="Reconciling HelmChart ccp/ccp-efk\n" func="wwwin-github.cisco.com/CPSG/ccp-helm-oper
ator/pkg/controller/helmchart. (sReconcileHelmChart).Reconcile” file="/go/src/wwwin-github.cisco.com/CPSG/ccp-heln-operator/pkg/c
ontroller/helmchart/helmchart_controller.go:97"

time="2019-12-20T16:59:24Z" level=info msg="Fetching chart /opt/ccp/charts/ccp-efk.tgz" func=wwwin-github.cisco.com/CPSG/ccp-hel
m-operator/pkg/controller/helnchart. fetchChart file="/go/src/wwwin-github.cisco.com/CPSG/ccp-helm-operator/pkg/controller/helmch
art/client.go: 120"

16:59:24,444 INFO [AD Thread Pool-Global25] BTOverflowCounter - Transactions cleanup detected, Resetting overflow transaction t
imer.

time="2019-12-20716:59:24Z" level=info msg="Found release ccp/ccp-efk" func="wwwin-github.cisco.com/CPSG/ccp-helm-operator/pkg/c
ontroller/helmchart. (#HelmClient).GetRelease" file="/go/src/wwwin-github.cisco.com/CPSG/ccp-helm-operator/pkg/controller/helmcha
rt/client.go:289"

time="2019-12-20716:59:24Z" level=info msg="Override Hash is not changed.” func="wwwin-github.cisco.com/CPSG/ccp-helm-operator/p
kg/controller/helmchart. («HelmClient).OverrideChanged™ file="/go/src/wwwin-github.cisco.com/CPSG/ccp-helm-operator/pkg/controlle
r/helmchart/client.go:310"

time="2019-12-20716:59:24Z" level=info msg="ccp/ccp-efk has no kubeconfig secretName, targeting local cluster” func="wwwin-githu
b.cisco. com/CPSG/ccp-helm—operator/pkg/controller/helmchart. (sHelmClient) . SetContext™ file="/go/src/wwwin-github.cisco.com/CPSG/
ccp-helm-operator/pkg/controller/helmchart/client.go:228"

[storage] 2019/12/28 16:59:24 listing all releases with filter

BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public
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How can do | monitor my tenant cluster?

Kubernetes cluster monitoring (via Prometheus) -

All ~

Network 1/0 pressure
Network 1/0 pressure

1 T T [ | T __ 1 T LT T [ 1 T g

154600 1546:10 154620 15:46:30

10 MBs

0Bs
-5 MBs
10 MBs

154140 154150 154200 154210 154220 154230 154240 154250 154300 1543710 154320 154330 154340 154350 154400 154410 154420 154430 1544:40 1544:50 154500 154510 154520 154530 154540 1545:50

Total usage
Cluster CPU usage (1m avg) Cluster filesystem usage

Cluster memory usage

Used Total Used Total

Used Total
35.96 GiB 120.74 GiB

6.17 GiB 39.12 GiB 0.51 cores 10.00 cores

Pods CPU usage
Pods CPU usage (1m avg)

kube-apiserver-production-0-master-0

elasticsearch-logging-0
cep-helmroperator-96¢65dide-2znkg

8]

- ccp

= eted-production-G-master-0
7-8c6fh

Cisco and/or its affiliates. All rights reserved. Cisco Public
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Infrastructure goals recap

‘ Turnkey infrastructure as a Lego brick

cisco M/






Instrumentation goals

a Visibility into K8S performance & health

a Visibility into App’s performance & health

cisco éq@/



AppDynamics: The Central Nervous System

Visibility Insight Action
® ® @
Public Private
cloud cloud

T

Lo

Correlation engine (% Incident response

....... » = App & Business

" Resource scaling

------- » & Infrastructure

c/events

W

&
Alerting

(®) Cost optimization

data

\

Time series an
Orchestration

------- » £, Network

U

Network configuration

=p

==
Unified dashboard

M .
....... » & Security Security enforcement

Feedback Loop

isco Lee!
cisco &- BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 36



Meet AppD Cluster Agent

Clusters > mycluster1 - QG Lstihow v
- Works on all Kubernetes distributions: —
. DIY, EKS, EKS Fargate, AKS, GKE, OpenShift, - N
Rancher, Docker Enterprise, CCP... 0 b . :
- Real-time visibility into Kubernetes
clusters : .
. deployable via Helm/Operator N N
. Metrics categorized for easy triage: e
. App issues, config issues, overconsumption, quota oruzanon
violations, network problems
. Correlate Cluster Metrics with WOy RV Ny VS -
application performance ST S
. All container runtimes supported ¢} RedHat

(Docker, CRI-0, containerd)

OpenShift Certified
Operator

cisco M- BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 37



Instrumentation. Server Viz

Talig=\Viv4 Infraviz Talig=\Viv4

Server Network Server Network Server Network
HELM

Deployment Options o
~A

isco Lee!
cisco &- BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 38
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saas._testing (zsh) ypted/ed25519 (zsh




App Instrumentation. Init Container

Embedded RunTime

AppDynamics App Agent is
in the Init Container.

init App
Container Container

Init Container copies the
Agent artifacts to the Pod
Storage

App
:8080 Container

Application references
the agent from the Pod
storage using an
environment variable

Pod Storage
eg /opt/appd/agent.jar

App Agent initialized with
cIsco M / e.g. $JAVA_OPTS: -javaagent /opt/appdynamics/agent.jar

BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 41



Instrumenting the application :

- Install AppDynamics agent via pip packages A
- Embedded in the docker image

. Variable passed as config-maps

AGENT_CONFIG="
£ 1 i
AGENT_CONFIG=${APPDYNAMICS_AGENT

ENTRY_POINT=" python /predictor.py"

£ [ " -
ENTRY_POINT=${APP_ENTRY_POINT)

AGENT PROXY=""

ENV

if [ "x
mkdir

pyagent run $AGENT_PROXY SAGENT_CONFIG S$ENTRY_POINT

For your reference!
https://docs.appdynamics.com/display/PRO45/Install+ App+Server+Agents

BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 42






Instrumentation goals recap

a Visibility into K8S performance & health

a Technical & Business Application visibility






The business view goals

Is my application profitable?

Is my application performing correctly?

e How is the end-user experience?

cisco ég}@/ -






The business view goals
recap

G Is my application profitable? V
a Is my application performing correctly? v
e How is the end-user experience? v

cisco ég}@/




Chapter 4:

Detect and react
to Issues



Remediation goals

a My infrastructure recovers automatically s

S

: : =
My business service has a low MTTR - -»

cisco éq@/



Declarative Life Cycle Manager

Self Healing Clusters

CCP
Installer

etcd

Bootstrap|Cluster

cisco éq@/

Control Plane
Kubernetes Cluster

Controller Manager

° My infrastructure recovers automatically

Tenant Cluster 1
# On premises

Tenant Cluster 2
# Cloud (EKS/AKS)

BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 52



Demo:
Automatically
recover after node

faults

cisco ép}{o//



BB 3 Clusters x

5 A © & https//172.16.1551

& Cisco- GitLab [ AWS ure Portal [~ BRKCLD-2889

* el Container Platform [ versions ~ @Welcomeadmin'

v3 Clusters
Q
: vSphere AWS Azure
NEW CLUSTER
\ KUBERNETES NODES
? NAME VERSION MASTER / WORKER STATUS ACTIONS
genesis 1148 1/1 Ready
jesse 1148 1/2 Ready
deblanc 1148 1/3 Ready

By using Cisco Container Platform you accept the Terms of Service and Privacy Statement. Learn more about Cisco Container Platform.
© 2019 Cisco Systems, Inc.




Demo:

“My revenue Is
decreasing, | want
to know why!”

cisco ép}@/



Remediation goals recap

a My infrastructure recovers automatically v
a My business service has a low MTTR V

cisco éq@/






The cloud native era challenges

0900

Better, Faster
Mainframe Client/Server Web Cloud &

Major paradigm shifts to
Microservices

accommodate user demand
This is what users expect
from you

Decentralized,
multi-cloud
multi-vendor
hybrid

isco Lee!
cisco &- BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 59



Covering the E2E for any business application

Customer Business Applications

On-premises _A—— . _ Public clouds
. onsistent, proauction-graae experience
environment ¥ 2 . & SaaS

aws o

Container Platform | ~—- Google Cloud
UCS Director

[
‘

A\ Azure 75 By cloud
Security —

. InteFrlsightUICS Duo | Cloudlock | Umbrella
yperFlex | Stealthwatch Cloud | Tetration box 1 office365
Ice

Nexus 9K Networkmg

N\
ACI Anywhere | SD-WAN salesforce W
CSR1000v | Meraki vMX

BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 60



Embark on the journey

AN

* “Your application experience”
.}’E%.EE.'.% booth at Cisco Showcase
Hall 7, Location DCR-12

Download CCP from cisco.com

90 days of free trial with no limitations

cisco M/



Related Sessions

DevOps with CloudCenter and Kubernetes in a multicloud environment -
BRKCLD-2826

Wednesday, January 29 | 11:00 AM - 12:00 PM

Luca Relandini, PRINCIPAL ARCHITECT.SALES, Cisco Systems, Inc.
Stefano Gioia, TECHNICAL SOLUTIONS ARCHITECT.SALES, Cisco Systems, Inc.

But... why do | need a service mesh? Real traffic management use cases with Istio
on Cisco Container Platform - BRKCLD-2429

Tuesday, January 28 | 02:30 PM - 04:00 PM

Julio Gomez, TECHNICAL SOLUTIONS ARCHITECT.SALES, Cisco Systems, Inc.

Deploying Kubernetes with Cisco ACI - BRKACI-2505

Wednesday, January 29 | 04:45 PM - 06:15 PM

Camillo Rossi, ENGINEER. TECHNICAL MARKETING, Cisco Systems, Inc. - Distinguished Speaker

cisco éq@/

Cisco Container Platform for Infrastructure Teams - BRKCLD-2005

Thursday, January 30 | 02:45 PM - 04:15 PM

Justin Barksdale, TECHNICAL SOLUTIONS ARCHITECT.SALES, Cisco Systems, Inc.

How Cisco Customer Experience Is Enabling a Multicloud World for Our
Customers - BRKCLD-1153

Wednesday, January 29 | 02:45 PM - 04:15 PM

Dave Malik, FELLOW.CUSTOMER EXPERIENCE, Cisco Systems, Inc. - Distinguished Speaker
David Stanford, DIRECTOR.CX PRODUCT MANAGEMENT, Cisco Systems, Inc. - Distinguished Speaker

BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Complete your
online session
survey

o]

- Please complete your session survey

after each session. Your feedback
IS very important.

- Complete a minimum of 4 session

surveys and the Overall Conference
survey (starting on Thursday) to
receive your Cisco Live t-shirt.

- All surveys can be taken in the Cisco Events

Mobile App or by logging in to the Content
Catalog on ciscolive.com/emea.

Cisco Live sessions will be available for viewing on
demand after the event at ciscolive.com.

BRKCLD-2889 © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public 63


https://www.ciscolive.com/emea.html
http://ciscolive.com/

Continue your education

cisco M/

Demos in the
Cisco Showcase

Meet the Engineer
1:1 meetings

Walk-In Labs

Related sessions

BRKCLD-2889 © 2020 Cisco and/or its

affiliates. All rights reserved. Cisco Public
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